
Preprint 
UCRL-JC-148864 

Modeling of Thermal 
Convection of Liquid TNT 
for Cookoff 

R. McCallen, T. Dunn, A. Nichols, J. Reaugh, M. 
McClelland 

This article was submitted to 
Nuclear Explosives Code Development Conference, Monterey, CAI 
October 21 -24,2002 

February 27,2003 

Approved for public release; further dissemination unlimited 

- 



DISCLAIMER 

This document was prepared as an account of work sponsored by an agency of the United States 
Government. Neither the United States Government nor the University of California nor any of their 
employees, makes any warranty, express or implied, or assumes any legal liability or responsibility for 
the accuracy, completeness, or usefulness of any information, apparatus, product, or process disclosed, or 
represents that its use would not infringe privately owned rights. Reference herein to any specific 
commercial product, process, or service by trade name, trademark, manufacturer, or otherwise, does not 
necessarily constitute or imply its endorsement, recommendation, or favoring by the United States 
Government or the University of California. The views and opinions of authors expressed herein do not 
necessarily state or reflect those of the United States Government or the University of California, and 
shall not be used for advertising or product endorsement purposes. 

This is a preprint of a paper intended for publication in a journal or proceedings. Since changes may be 
made before publication, this preprint is made available with the understanding that it will not be cited 
or reproduced without the permission of the author. 

This work was performed under the auspices of the United States Department of Energy by the 
University of California, Lawrence Livermore National Laboratory under contract No. W-7405-Eng-48. 

This report has been reproduced directly from the best available copy. 

Available electronically at hthx / / www .dor.gov /bridee 

Available for a processing fee to US.  Department of Energy 
And its contractors in paper from 

US.  Department of Energy 
Office of Scientific and Technical Information 

P.O. Box 62 
Oak Ridge, TN 37831-0062 
Telephone: (865) 576-8401 
Facsimile: (865) 576-5728 

E-mail: reports@adonis.osti.eov 

Available for the sale to the public from 
U.S. Department of Commerce 

National Technical Information Service 
5285 Port Royal Road 
Springfield, VA 22161 

Telephone: (800) 553-6847 
Facsimile: (703) 605-6900 

E-mail: orders@ntis.fedworld.gov 
Online ordering: h tb :  / /www.ntis.Pov/orderinnP.htm 

OR 

Lawrence Livermore National Laboratory 
Technical Information Department’s Digital Library 

http: / / www .llnl.gov / tid / Library.htm1 



UNCLASSIFIED 
Proceedings of the NECDC 2002 

Modeling of Thermal Convection of Liquid TNT for 
Cookoff(U) 

Rose McCallen, Timothy Dum, Albert Nichols, Jack Reaugh, 
Matthew McClelland 

Lawrence Livermore National Laboratory, Livermore, CA 9455 1 

The objective is to computationally model thermal convection of liquid 
TNT in a heated cylindrical container for what are called ‘cookoff’ 
experiments. Our goal is to capture the thermal convection coupled to the 
heat transfer in the surrounding container. We will present computational 
results that validate the functionality of the model, numerical strategy, and 
computer code for a model problem with Rayleigh number of O(107. We 
solve the problem of thermal convection between two parallel plates in 
this turbulent flow regime and show that the three-dimensional 
computations are in excellent agreement with experiment. (U) 

Background 
The objective is to computationally model thermal convection of liquid TNT in a heated 
cylindrical container. This effort is motivated by the need to expand our understanding of 
when and how TNT initiates from relatively slow heating. The laboratory experiments 
used to investigate initiation and level of reactive violence are called ‘cookoff 
experiments. Cookoff experiments provide scientists and engineers the time to initiation 
and the energetic level of an explosion due to the heating of an explosive. However, 
experiments are expensive and provide a limited amount of information. The capability to 
computationally model cookoff experiments is needed to improve the design and data 
acquisition for the experiments, reduce the number of experiments, investigate scenarios 
that are difficult to experimentally study, and improve the understanding of the physics 
phenomena. 

The work presented here focuses on the case of melted TNT. Past work uses an effective 
conductivity to approximate the thermally driven convection in the cylinder for fully 
melted TNT. Our goal is to capture the thermal convection coupled to the heat transfer in 
the surrounding container. We will present computational results that verify the 
functionality of the model for this application, and more specifically, for the applicable 
range of Rayleigh number. Rayleigh number (Ra) is a dimensionless number that 
represents the level of buoyancy driven convection. 

A typical scaled thermal explosion experiment (STEX) (Wardell and Meinshein, 19274 
involves the ‘cookoff cylinder containing the explosive, in a partially open box to 
capture shrapnel, which is placed inside a vessel to fully contain the explosion. A 
schematic of this setup indicating the heating and flow mechanisms is shown in Figure 1.  
Table 1 provides the non-dimensional parameters of interest for liquid TNT. The Peclet 
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numbers (Pe) for thermal and mass transport are very large and mass diffusion is 100 
times larger than thermal diffusion. Thus, for liquid TNT in cookoff experiments, thermal 
transport by convection is expected to be much greater than thermal transport by 
conduction. 

The predicted Ra for the liquid TNT case is in the unstable turbulent regime, which poses 
a physics modeling and computational challenge. Parmetier and Sotin (2000) generated 
and evaluated three- 
dimensional (3D) direct 
numerical simulations (DNS) 
of a thermally heated 
chamber for Ra of lo7. Their 
results indicate complex 
flows exhibiting plumes of 
heated fluid that form and 
penetrate through regions of 
colder fluid. It is believed 
that the parametric values in 
Table 1 represent an upper 
bound and Ra is more likely 

Radiant 
Heater 

‘ Gas flow into gap Hi- sometimes in solid matrix 
Flow of gas and liquid, 

* 
Free 
convection 
of air 

Heater 

to have magnitudes in the 
range of lo6 to lo7, which 
are still in the fully turbulent 
regime. 

In this paper, we present comparisons of our simulations to published experimental 

Fig. 1. The STEX experiments involve the 
‘cookoff cylinder, within a partially open box, 
and within a vessel. 

results for code and 
model validation. The 
experimental case chosen 
for this investigation are 
those of Betts and 
Bokhari (2000). The basis 
for this selection was the 
simplicity of the 
geometry, the relevance 
of the Ra case tested (Ra 
= 1.43 x lo6) to the 
“cookoff’ problem of 
interest, and the 
availability of the 
experimental data which 
is provided on a website 
(http://cfd.me.umist.ac.uk 
/cgi-birdcfddb). 

This is a work in progress 
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Table 1. Upper parameter levels for pure liquid flow 
conditions. 
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report and future efforts are identified. 

Problem Definition 
The following subsections describe the experimental setup and the computational model 
definition. 

Experimental Setup and Data 
The experimental setup is a 3D box with top and bottom rubber insulation and constant 
temperature side walls set so that Ra based on the cavity width is 1.43 x lo6 (Figure 2) 
(Betts and Bokhari, 2000). The height to width of the channel is H/W= 28.7 and the 
depth to width is D/W= 6.8. The hot wall is maintained at 327.7K and the cold wall at 
2 8 8.6K. 

The tall yet skinny channel with a substantial depth was chosen to ensure turbulent flow 
characteristics would be exhibited (ie., 3D, random like, with a wide range of scales). 

W 

Betts and Bokhari., Inter. Journal ofHeat and Fluid Flow 21(2000) 675-683 

Fig. 2. The experimental setup is a 3D box with top and bottom rubber insulation and 
constant temperature side walls. 

The rubber stops were used to obtain a well defined thermal boundary condition on the 
unheated walls (i.e., linearly varying temperature). 
The experimental fluid is dry air. The Prandtl number (Pr) for dry air is approximately 
0.7 and Pr for liquid TNT is roughly 0.7, so results should be comparable. 
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Computational Model Setup 
The computational model is a 3D slice of the experimental geometry (Figure 3) including 
the rubber stops at the top and bottom. The depth of the slice is the same as the width for 
the simulations reported in this paper. The hot and cold walls are treated as temperature 

rubber 

288.6 K specified for 
rubber and fluid 

no penetration on 
lateral xy-planes 

Y 

327.7 K specified 
rubber and fluid 

0.076m 

H 28.7 
w 1  

- 

D 1  _-- 
w-1 

for 

Fig. 3. The computational model is a 3D slice of the experimental geometry. 

boundary conditions and no slip walls for the flow boundary conditions. The lateral x-y 
planes are specified as no penetration flow boundary conditions and insulated heat 
transfer boundary conditions. No slip flow conditions are specified on the interfacing wall 
between the fluid and rubber stops. The rubber stops have similar heat transfer boundary 
conditions with temperature boundary conditions for the z-y planes and insulated 
boundary conditions for the x-y planes, as well as the external bounding x-z planes. The 
computational elements in the rubber material are designated as non-fluid elements and 
flow computations are not performed in these regions. 

A fine and a coarse grid solution were generated. Both grids have 3 elements in the height 
of each rubber stop. The fluid elements alone included 45x450~15 elements for the fine 
grid and 30x300~10 elements for the coarse grid, respectively in the x, y, and z directions. 
The total number of elements including the rubber stops is 307,800 for the fine grid and 
91,800 for the coarse grid. The fluid grids are graded towards the wall with a grading 
ratio of 3: 1 in the x-direction and 4: 1 in the y-direction from the center of the cavity to the 
wall for both grids. The grid is uniformly spaced in the z-direction. 

The material properties used in the simulations for the fluid are those specified in Betts 
and Bokhari, 2000 for dry air. Whether to use the heat capacity for constant pressure or 
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constant volume for the heat transfer model is not a straight forward choice (see for 
example, Punton, 1984). For the calculations herein, the heat capacity for constant 
volume, c,, is used for the fluid elements. 

Cornputatitmail Approach 
The incompressible flow solver is coupled with the thennal diffusion model in the flow 
regions by operator splitting. More specifically, the temperature is solved independent of 
the flow equations, but are coupled through the temperature-advection term in the heat 
transfer model and a Bousinessq term in the incompressible flow model to capture 
thermal buoyancy effects. 

Flow SdUtion 
The continuum equations that are being used to model the flow are the timedependent 
3D incompressible Navier Stokes equations 

-+us-=- h a  h a  

% % at 

where 

rap=--6 P +v- h a  
P as ars 

u, is the velocity, p is the pressure and, p is the density. 

An Eulerian formulation of the equations is solved using a Galerkin finite element 
method (FEW. The method is described in detail in Gresho and Sani (1998). The 
discretized continuity and momentum equations can be written in matrix form as 

T c u = o  

Mu+[K + N(u)Ju+ CP =@ 
A b 

where u is the velocity vector, P is the pressure vector (PI’’), M is the mass matrix, B is 
the diffisivity, N(u) is the advection operator, C is the gradient operator, and F is the user 
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supplied natural boundary condition. With the centroid advection velocity approximation, 
we have 

where 

andfB is the Boussinesq term defined below. 

For this investigation the QZ QO element formulation' was used for eight-node hexahedral 
brick elements. This provides linear velocity interpolation and piecewise constant 
pressure. The coefficient matricies were generated using full 8-point Gaussian quadrature. 
Balancing tensor diffusivity is added to balance the negative diffusion induced by the 
explicit forward-Euler time integration. Full integration of the advection term is available, 
but to reduce the computational effort, a 'centroid advection velocity' approximation is 
used in the evaluation of the advection term, as shown above in the definition of N(u). 

The continuity and momentum equations can be solved together for the velocity, u"+', 
and pressure, Pn , with the explicit forward-Euler time integration 

where 

Z 
At 

F n  = f" + ( - M - K - N ( u " ) ) u "  

At is the time step, and n is the time step level. For improved computational efficiency the 
pressure and velocity were decoupled by forming the Schur complement of the full 
system of equations resulting in an equivalent pressure Poisson equation (PPE) which is 
solved for pressure followed by a velocity update with the new pressure, 

' The designation QmQn means that each component of the velocity is approximated by a continuous piecewise 
polynomial of degree m in each direction for a quadralateral in 2D or a hexahedra in 3D and likewise for the pressure, 

except that the polynomial is degree n. 
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I n  CTMi'CPn = CTM,-  F 

un" = un + AtMZ'(Fn - C P n )  

where a lumped mass matrix ML is used. 

The force vector,f, incorporates the Boussinesq approximation to the buoyancy term and 
is integrated over the element volume, 

fB = g ( l -  P(T - To 

where g is the gravitational acceleration, 
reference temperature, Tis the temperature, and a, is the element volume. 

The Q1Q0 low-order mixed finite element is unstable and can exhibit spurious pressure 
modes. The solution convergence rates can be improved with matrix stabilization (Sani, 
et aZ., 1981). Two stabilization options available in the code are a global jump 
stabilization method, first proposed by Hughes and Franca (1 987), and a Zocal jump 
stabilization method developed by Silvester and Kechkar (1990). With both these 
approaches, the stabilization attempts to make the pressure more continuous by the 
addition of a stabilization matrix S added to the left-hand-side matrix 

is the coefficient of thermal expansion, To is a 

where S includes a tunable parameter. For this investigation local stabilization was used. 
With the local stabilization method, the elements are grouped in macro elements up to 
2 x 2 ~ 2  elements in size. At boundaries, this may not be possible and the macroelements 
will consist of fewer than 8 elements. The advantage of the local stabilization method 
over the global method is that mass conservation is now enforced over local 
macroelements (up to the convergence tolerance of the iterative solution of P )  and 
approximately enforced for each individual element. Global stabilization only enforces 
mass conservation for the entire global domain. For an example of the stabilization 
matrix for a 2 x 2 ~ 2  macroelement formed by 8 hexahedral elements see Chan and 
Sugiyama (1 997). 

The above system of equations is solved using the HYPRE parallel solver package (Chow 
et al., 2000). This provides many advanced iterative linear solvers and preconditioners 
designed for efficient matrix solutions on massively parallel computer systems. In 
particular, the solver package actually uncouples the pressure from the velocity for us by 
forming the Schur compliment and then solves the PPE for pressure and substitutes the 
pressure back into the original matrix to solve for the velocity. For the results presented 
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here, the PPE was solved using the conjugate gradient solver with parallel sparse 
approximation inverse (ParaSails) preconditioning. 

The flow-field is initialized by projecting to a divergence-fiee velocity field. The 
projection is performed by enforcing the boundary conditions and solving coupled system 

of equations using the user-specified velocity field, uo , to calculate the right-hand-side, 

[CT ./ ::I= [TI, 
so that the computed initial velocity field, uo , is divergence fiee, CT uo = 0 . 

Heat Transfer Solution 
The continuum equations that are being used to model the heat transfer are the time- 
dependent thermal transport equations 

dT d - - dT 
pc-+u,- 

dt ax, ax, 

where p is the density, c is the heat capacitance, Tis temperature, k, is the material 
conductivity, and Qis a source term. 

The temperature is solved independent of the flow equations using a Galerkin FEM for a 
fixed geometry and grid. The advection-diffusion equation is used for thermal transport 
and can be expressed in matrix form as 

Mad T -k ( H ( T )  Nad (U ))T = Q -I- f a d  

where 

and the natural boundary condition is 

dT y = n  ka- 
ax, 
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Because the flow field results for both the fine and coarse grids exhibit a smooth, well 
behaved flow field that is void of wiggles (i.e., unphysical oscillations of the velocity 
field from one grid to the next, indicating inadequate grid resolution), the subgrid scale 
(SGS) model was not turned on for these simulations. The SGS model provides a 

Fig. 5. Instantaneous snap shot of flow field. 

I '  I 

1 -! la a n 4 am 
a r w  

3D Simalrtbn 

Fig.6. Temperature time histories for the (a) coarse grid and (b) fine grid indicating 
random-like behavior. 
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turbulent eddy viscosity to approximate the eddy dissipation for the unresolved flow.2 
There are concerns that numerical dissipation is providing the needed wiggle damping 
and thus, behaving as the SGS model. Further investigation of this characteristic is 
beyond the scope of the current effort, but can be a topic of future investigations. Thus, 
the results reported here are the result of direct numerical simulations (DNS) without the 
use of an SGS model. 

Another characteristic shown in Figures 5 and 6 is that the simulations exhibit some 
isolated, small areas of temperature excursions above the maximum wall temperature and 
below the minimum wall temperature. Figure 5 shows that these excursions are much 
more pronounced and more often for the coarse grid, compared to those for the fine grid 
solution. These excursions are not physical and indicate wiggles in the temperature 
simulation. The current code does not provide the option of a temperature SGS model, 
which may have been beneficial. A temperature SGS model would provide an added 
turbulent conduction coefficient for the unresolved temperature fluctuations. Again, 
further investigation of this characteristic is beyond the scope of the current effort, but 
can be a topic of further investigation. 

instantaneous 
temperature 

29.0323 

23 .  +396 

-31 7.8L169 

M a n ,  329.0 
M , n :  284.3 

2 

no penetration on 
lateral xy-planes 

3D Simulation 

X 2 - y  

Fig. 7. Out-of-plane motion is considerable, even with the lateral boundary condition 
constraint. 

The flow SGS terms are 

d(Vt atla / dX p ) / dx p and d(V, d U p  / dxa ) / dx p where Ut 

is defined by the magnitude of the rate of strain and the square of the grid size and an adjustable parameter (McCaZlen 
et. al, 1997). 
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Figure 7 shows that out-of-plane motion is considerable, even with the lateral flow 
boundary condition constmint of no penetration. Not shown are some prelirmnary 
simulations for the case of open (or ~tural) boundary conditions for the lateral flow 
condition. These laterally unbounded simulations were found to be sensitive to time step 
restrictions and less robust than the reported results. Future work will include 
investigation of the solution variation with open lateral wall flow conditions in the xy- 
plane boundaries, as well as the effect of the out-of-plane domain length. 

Comparison of Simulation to Experiments 
Computed time-averaged temperatures and velocities are provided on the website of 
experimental results and comparison to the simulations is presented below. The website 
also includes some transient Momation, but comparisons with this data will need to be a 
part of future studies. All comparisons of computed and experimental results described 
below are in reference to the fine grid solution. 

The time-averaged temperature variation with horizontal distance across the channel is 
compared to the experimental data at 3 height levels. As shown in Figure 8, the computed 
time-averaged temperatures are in very good agreement with experimentally measured 
time-averaged temperatures for the 3D simulations. 

Three-Dheasislrd SstrsltEatioas 

t 
i 

3D explicit T and flow. no penetalion lat. wall 

Fig. 8 Time avefaged temperature compared with experiment. 

Also c o m p d  are the computed and expehenally measured time-averaged vertical 
velocity with horizontal distance across the chasrnel at 3 height levels. As shown in Figure 
9, the compufed time-averaged velocities are also in vety good agreement with 
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experiment for the 3D simulations. 

= 0.95 

c -  
--experiment u - computation 

Fig. 9. Time averaged velocities compare with experiment. 

Tw0-m-d simuhrtions 
Unlike the above described 3D simulations, the 2D simulations do not accurately predict 
experiment. Figure 10 
shows the computed 
and experhentally 
measured variation in 
time-averaged 

horizontal distance 
across the channel. 
The computed time- 
averaged temperature 
is consistently lower 
than the 
experimentally 
measured values. 

/---- 
temperaturewith 
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Summary and Conclusions 
In summary, we presented computational results that validate the functionality of the 
model, numerical strategy, and computer code for a model problem with Rayleigh 
number of O( 1 06). Specifically, simulations are in excellent agreement with the 
experiments by Betts and Bokhari, 2000 for Ra = 1.43 x106. Future work will include 
investigations of possible numerical dissipation that may be providing some local flow 
damping. In addition, future studies will determine the effect of open lateral wall flow 
conditions in the xy-plane boundaries, as well as the effect of the out-of-plane domain 
length. Finally, further analyses will include comparisons of the transient experimental 
data to the computations. 
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